Temporal characterization of attosecond pulses emitted from solid-density plasmas

This article has been downloaded from IOPscience. Please scroll down to see the full text article.

2010 New J. Phys. 12 043020

(http://iopscience.iop.org/1367-2630/12/4/043020)

The Table of Contents and more related content is available

Download details:
IP Address: 130.183.92.223
The article was downloaded on 14/04/2010 at 07:41

Please note that terms and conditions apply.
Temporal characterization of attosecond pulses emitted from solid-density plasmas

R Hörlein\textsuperscript{1,2}, Y Nomura\textsuperscript{1,7}, P Tzallas\textsuperscript{3}, S G Rykovano\textsuperscript{1,4}, B Dromey\textsuperscript{5}, J Osterhoff\textsuperscript{1}, Zs Major\textsuperscript{1,2}, L Veisz\textsuperscript{1}, M Zepf\textsuperscript{5}, D Charalambidis\textsuperscript{3,6}, F Krausz\textsuperscript{1,2} and G D Tsakiris\textsuperscript{1,8}

\textsuperscript{1} Max-Planck-Institut für Quantenoptik, Hans-Kopfermann-Strasse 1, D-85748 Garching, Germany
\textsuperscript{2} Department für Physik der Ludwig-Maximilians-Universität München, Am Coulombwall 1, D-85748 Garching, Germany
\textsuperscript{3} Foundation for Research and Technology-Hellas, Institute for Electronic Structure and Laser, PO Box 1527, GR-71110 Heraklion (Crete), Greece
\textsuperscript{4} Moscow Engineering Physics Institute, Kashirskoe Shosse 31, 115409 Moscow, Russia
\textsuperscript{5} Department of Physics and Astronomy, Queens University, Belfast BT7 1NN, UK
\textsuperscript{6} Department of Physics, University of Crete, PO Box 2208, GR-71003 Voutes-Heraklion (Crete), Greece
E-mail: george.tsakiris@mpq.mpg.de

Received 29 September 2009
Published 13 April 2010
Online at http://www.njp.org/
doi:10.1088/1367-2630/12/4/043020

Abstract. The generation of high harmonics from solid-density plasmas promises the production of attosecond (as) pulses orders of magnitude brighter than those from conventional rare gas sources. However, while spatial and spectral emission of surface harmonics has been characterized in detail in many experiments proof that the harmonic emission is indeed phase locked and thus bunched in as-pulses has only been delivered recently (Nomura et al 2009 Nat. Phys. 5 124–8). In this paper, we discuss the experimental setup of our extreme ultraviolet (XUV) autocorrelation (AC) device in detail and show the first two-photon ionization and subsequent AC experiment using solid target harmonics. In addition, we describe a simple analytical model to estimate the chirp between
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the individual generated harmonics in the sub- and mildly relativistic regime and validate it using particle-in-cell (PIC) simulations. Finally, we propose several methods applicable to surface harmonics to extend the temporal pulse characterization to higher photon energies and for the reconstruction of the spectral phase between the individual harmonics. The experiments described in this paper prove unambiguously that harmonic emission from solid-density plasmas indeed occurs as a train of sub-femtosecond pulses and thus fulfills the most important property for a next-generation as-pulse source of unprecedented brightness.
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### 1. Introduction

Rapid advances in laser technology have led to the production of ever shorter bursts of light allowing us to temporally resolve some of the fastest processes in atoms and molecules. This development has culminated in the generation of trains and even single extreme ultraviolet (XUV) pulses of attosecond (as) duration [1–3] from the interaction of moderately intense laser pulses with noble gases. Such pulses of attosecond duration have recently been used to study, for example, the ionization dynamics of noble gases in strong fields [4] or the emission of electrons from solid surfaces [5] in real time. While this method is very successful and has led to a whole series of ground-breaking discoveries it suffers from one fundamental limitation: owing to the fact that excessive ionization of the gas target has to be prevented in this generation process the driving laser intensity that can be used for harmonic generation is limited. Despite several attempts to improve the conversion efficiency [6–8], this imposes severe limitations on the maximum energy of the generated as-pulses. This renders XUV-pump–XUV-probe-type
experiments studying nonlinear processes, experiments addressing single-molecule imaging or the real-time observation of laser-plasma dynamics, impossible with such an XUV source [9].

To overcome this fundamental limitation, a different harmonic generation mechanism is required. The generation of high harmonics from the interaction of intense laser pulses with solid-density plasmas has been identified as a promising candidate that should allow the generation of as-pulses of unprecedented duration and intensity [10, 11]. The main advantage of this laser-plasma-based approach lies in the fact that it relies on the interaction of the incident laser field with the electron surface of a strongly ionized target and thus does not suffer from the limitation imposed on gas harmonics. On the contrary, the harmonic generation efficiency and the width of the generated harmonic spectrum increase strongly with increasing laser intensity, making this process highly scalable [11] and offering the potential for combining the high photon fluxes, currently only available at large-scale facilities like free-electron lasers, with the attosecond time resolution of laser-based sources.

Recent experimental and theoretical advances have identified two distinct mechanisms as sources of high harmonic radiation in the interaction of intense laser pulses with solid-density targets. At sub- and moderately relativistic intensities, coherent wake emission (CWE) [12–14] dominates while the relativistic oscillating mirror (ROM) mechanism becomes more efficient only for relativistic intensities, i.e. intensities resulting in a normalized vector potential

\[ a_0 = \frac{|e|A_L}{mc} = \sqrt{\frac{I_L \lambda_L^2}{1.37 \times 10^{18} \text{ W cm}^{-2} \mu \text{m}^{-2}}} > 1, \]

and completely takes over in the relativistic limit (\( a_0 \gg 1 \)) [10, 11, 15, 16]. The CWE process relies on Brunel electrons [17] injected into the pre-plasma gradient and the linear mode conversion of the plasma waves excited in their wake. As a result of this they exhibit a target density-dependent spectral cutoff that scales with the peak target density [18]. In contrast to that, in ROM, the harmonics are generated by the electrons in the plasma surface oscillating at relativistic velocities, resulting in a cutoff that is target independent and scales only with the laser intensity [19]. In addition, recent experiments have demonstrated that the harmonic emission from a solid target is beamed in the direction of the specular reflection under high-contrast conditions [18, 20, 21], have shown the transition from CWE to ROM harmonics [13, 18], addressed the issue of harmonic coherence [22] and have confirmed the theoretically predicted harmonic power-law scaling [23] and spectral cutoff [19] in the ultra-relativistic regime [11].

The most important characteristic to determine the usefulness of harmonics from solid surfaces as a source of intense as-pulses, however, has only been addressed very recently [24]. In this paper, we present in more detail the first measurement of the temporal structure of the harmonic emission in the CWE regime, which has proven for the first time that the harmonic emission from solid targets is indeed phase locked and capable of generating XUV pulses of sub-femtosecond (fs) duration. In addition to this, we present theoretical studies of the performance of our XUV-autocorrelator under realistic conditions and investigate the influence of density gradients in the target on the duration of the individual emitted as-pulses. Finally, we propose several ways in which our method for temporal characterization could be modified to study shorter (i.e. more energetic) as-pulses and allow the reconstruction of the spectral phase of the harmonics.

### 1.1. Attosecond pulse characterization techniques

Measuring the temporal structure of the harmonic emission from solid targets and other sources is one of the most challenging tasks in characterizing the properties of as-pulses. Independent
of the harmonic source, problems in conducting such experiments arise from the inherently low reflectivity of optics in the XUV spectral region and the fact that XUV radiation is strongly absorbed in bulk material, making the use of nonlinear crystals and conventional beam splitters impossible. Thus conventional techniques for temporal characterization used in the visible and near-infrared (IR) spectral region cannot be applied for XUV radiation. In addition, special problems in characterizing harmonics from solid surfaces arise from the limited number of shots that can be taken before changing the target and the large divergence of the emitted harmonic beam. Nevertheless, many studies have proposed and demonstrated methods to characterize the duration of XUV pulses synthesized from harmonics generated in gaseous media. The different methods can be divided into two main groups, the cross-correlation and nonlinear autocorrelation (AC) measurements. In addition, an extension of the spectral phase interferometry for the direct electric field reconstruction (SPIDER) method to the XUV range has been proposed. This method, however, requires the generation of harmonics from two different sources with slightly shifted central frequency and requires the additional assumption that the harmonic generation in these two sources is identical. We will restrict ourselves to methods capable of characterizing a single harmonic source in the following discussion.

The cross-correlation measurements rely on the superposition of the XUV pulse with an IR field and have been implemented in two schemes. The reconstruction of attosecond beating by interference of two-photon transitions (RABITT) technique uses the fundamental electric field to produce sidebands in the photoelectron (PE) spectra generated with XUV photons. The average duration of the pulses within a train of as-pulses was inferred by observing the interference between the XUV and the IR pulse. Another technique called the attosecond streak camera uses the fundamental electric field to modulate the energy distribution of the PEs generated by the XUV photons. This modulation was used to determine the duration of the isolated as-pulses and has subsequently also been applied to study attosecond dynamics in gases as well as solids.

In contrast to cross-correlation methods, AC relies on the interaction of two replicas of the pulse to be characterized. The challenge of implementing AC measurements in the XUV lies in the fact that the experiments cannot be conducted using nonlinear crystals in the XUV. Instead, this is achieved by triggering two-photon ionization processes with the XUV radiation and subsequent detection of the generated ions or PEs. Several materials and different ionization processes have been investigated in this context such as two-photon ionization of helium, two-photon above-threshold ionization (ATI) of helium, two-photon double ionization of helium and two-photon ATI of argon. In all cases, the ions or PEs were detected using suitable ion or electron time-of-flight (TOF) spectrometers.

All the methods mentioned above have been demonstrated using harmonics generated from noble gases; their applicability to surface harmonics generated with 45 fs pulses, however, needs to be evaluated in detail to find the most promising method for our application. The duration of the driving laser pulses makes it necessary to use a method suitable of characterizing a train of as-pulses rather than a single pulse, which makes the use of an attosecond streak camera impossible in our case. The other cross-correlation method RABITT is meant to characterize a train of as-pulses; unfortunately it is not straightforward to apply RABITT to surface high harmonic generation (SHHG) however, as not only odd but also even harmonics are generated in the laser–solid interaction. These even harmonics will appear at the same position in the spectrum as the sidebands generated by the RABITT process, making it difficult to extract
the necessary information from the PE spectra. In contrast to that, AC measurements using two-photon ionization processes are directly applicable to the SHHG process. In fact, the high XUV-pulse energy generated on each shot is actually beneficial in this case. The drawback of the AC technique, however, is that the usable photon energy range is strictly limited by the nonlinear medium, i.e. all photons that are energetic enough to ionize the target gas with a single photon need to be suppressed in the measurement. In other words, different media or different processes are needed to measure the duration of pulses in different wavelength regions.

From the above considerations, the volume AC using two-photon ionization of helium and the detection of the generated He\(^+\) ions was chosen for our experiment. This technique certainly has a limitation in the applicable XUV photon energy; the required setup, however, is rather simple, consisting of a split mirror and a TOF setup, and the selection of the harmonic spectrum is readily possible by choosing the proper target and filter combination [18, 36]. The relatively simple and direct applicability to SHHG makes it suitable for the first attempt to characterize the temporal structure of harmonics generated from solid targets.

2. Experimental setup

The experiments presented in this work were conducted using the Ti:sapphire ATLAS laser facility at the Max-Planck Institute for Quantum Optics in Garching, Germany. The laser delivered 700 mJ pulses of 45 fs full-width at half-maximum (FWHM) in duration at 10 Hz repetition rate to the experimental chamber. The laser was focused to the target using an F/2.5 30\(^\circ\) off-axis parabola (effective focal length \(f_{\text{eff}} = 168 \text{ mm}\)) resulting in a focus with a peak intensity of approximately \(4 \times 10^{19} \text{ W cm}^{-2}\) and an average intensity over the area containing 86% of the total energy of \(4 \times 10^{18} \text{ W cm}^{-2}\). The 120 mm diameter disc targets were mounted on a mechanism allowing the acquisition of approximately 2500 shots at a repetition rate of up to 10 Hz and positioned under an angle of 45\(^\circ\) to the incident p-polarized beam.

The beam transport and AC setup after the target are depicted in figure 1(a). The radiation generated on the target was re-collimated with a 1 inch gold-coated, 90\(^\circ\) off-axis parabola with an effective focal length \(f_{\text{eff}} = 150 \text{ mm}\) and thus an \(F\)-number of 6. This allowed the collection
Figure 2. Typical harmonic spectra obtained using a 150 nm Al filter for (a) a low-density PMMA (density $\approx 1.2 \text{ g cm}^{-3}$) and (b) a high-density glass target (density $\approx 2.7 \text{ g cm}^{-3}$). The high-frequency cutoff (not shown in (b)) of the harmonic spectra is in good agreement with the predictions for harmonic generation via the CWE mechanism [12].

of a large fraction of the generated XUV radiation, which is emitted from the target with roughly half the divergence of the incident laser beam [18, 36]. The parabola was mounted on a flipper stage to allow the observation of the harmonic spectrum with a 1 m grazing incidence XUV spectrometer by moving the parabola out of the beam. Typical harmonic spectra recorded from different types of targets using a 150 nm Al filter in the spectrometer are shown in figure 2. The spectral cutoff observed for the low-density polymethylmethacrylate (PMMA) target is in good agreement with the cutoff predicted for harmonic generation via the CWE mechanism [12].

The beam collected with the parabola was reflected off a fused silica wedge at an angle of incidence (AOI) of approximately $57^\circ$ close to the Brewsters angle for the p-polarized 800 nm fundamental of the laser to suppress residual IR radiation reflected from the target and prevent damage to the metallic filters positioned downstream. In the experiments presented here, a 150-nm-thick indium filter with a 1 inch clear aperture was used to limit the spectrum transmitted to the autocorrelator to the region between H8 and H16.

After spectral filtering the beam is focused into a pulsed gas jet using a split spherical mirror (focal length 150 mm) under a small angle (AOI $8^\circ$) whose one half can be delayed with respect to the other using a piezo-driven translation stage. Thus, the split mirror acts simultaneously as a beam splitter and as a delay stage in the AC, making other optics unnecessary. It has an unprotected gold coating to provide a nearly constant reflectivity of approximately 10% over the whole spectral range from H8 to H14. The ions generated in the focus of the XUV beam were accelerated with a static electric field into a TOF setup and time-resolved mass spectra were measured with an MCP and accumulated and averaged using a digital oscilloscope. A detailed sketch of the AC setup is shown in figure 1(b). Essentially, the setup of the AC used in this experiment is very similar to the one previously used for the AC of harmonics generated from noble gases [30, 37]; however, two important differences have to be noted. Firstly, the
gas nozzle is mounted in-line with the TOF in the new setup and floated at high voltage to act simultaneously as the repeller and prevent the problems of an extra metallic nozzle protruding into the accelerating field and distorting it and, secondly, the diameter of the XUV beam has been significantly increased, resulting in larger aberrations in the focus of the split mirror. The influence of this effect on the performance of the AC setup will be discussed in more detail in section 4.1 of this paper.

3. Two-photon ionization

Before an AC measurement can be conducted with confidence, it is of utmost importance to confirm that the ionization in the gas jet is indeed dominated by the two-photon process and is thus suitable for the second-order AC. In a first step, it is therefore necessary to verify that the focused intensity in the interaction region is high enough to generate enough ions through two-photon ionization. In order to estimate the XUV intensity ($I_{XUV}$) needed to observe a nonlinear process in atoms, the two-XUV-photon non-resonant ionization yield ($Y_2$) has to be calculated in realistic experimental conditions. For an XUV pulse of duration $\tau_{XUV}$ and intensity $I_{XUV}$, the transition probability rate ($W_2$) and the ion yield ($Y_2$) per pulse for a two-photon absorption process are given by

$$W_2 = \sigma^{(2)} \left( \frac{I_{XUV}}{\hbar \omega} \right)^2 \quad \text{and} \quad Y_2 = \sigma^{(2)} \left( \frac{I_{XUV}}{\hbar \omega} \right)^2 \tau_{XUV} N,$$

respectively, with $N$ being the number of atoms in the interaction region. The number of ions ($N_{\text{ion}}$) generated is given by

$$N_{\text{ion}} = n_a V \sigma^{(2)} \int_{-\infty}^{\infty} \left( \frac{I_{XUV}}{\hbar \omega} \right)^2 dt,$$

with $n_a$ being the atomic density in the interaction volume $V$ and $\sigma^{(2)}$ the generalized two-photon cross-section with values ranging from $10^{-49}$ to $10^{-52}$ cm$^4$ s. For realistic atomic densities (e.g. $n_a = 10^{15}$–$10^{16}$ atoms cm$^{-3}$) and interaction volume (e.g. $V = 10^{-9}$ cm$^3$) an observable two-photon ionization yield requires XUV intensities higher than $10^9$ W cm$^{-2}$. This condition is well fulfilled in our experiment where focused XUV intensities of the order of $0.5$–$1.0 \times 10^{11}$ W cm$^{-2}$ are achieved [24].

To verify experimentally that we can indeed ionize He via a two-photon process, the dependence of the yield of various ion species has been recorded as a function of the XUV intensity. Since the XUV intensity is difficult to measure directly in parallel to the detection of the generated ions, we use the O$^+_2$ signal, which is known to be generated via single-photon ionization in the photon energy range used (ionization potential 12.1 eV [38]), as a measure of the XUV intensity. Figure 3 shows the result of this measurement for a low-density PMMA target (red) with a sharp CWE cutoff at harmonic 14 (H14) and a high-density fused silica target with a cutoff at H20 (blue) for different ions species. A very obvious difference is visible in the intensity dependence of the He$^+$ ion yield in the two cases. While the measurement with the PMMA target and thus the CWE cutoff at H14 (see figure 2) in the harmonic spectrum clearly displays an intensity dependence with a slope of close to 2 for He$^+$ in the log–log plot, indicating two-photon ionization, the high-density target results in a slope of approximately one, indicating that the residual 16th harmonic contained in the spectrum in this case is sufficient to dominate the ionization process, resulting in mainly single-photon ionization. The reason for
Figure 3. Ion yields of He\(^+\), H\(_2\)O\(^+\) and N\(_2\)\(^+\) plotted as a function of the O\(_2\)\(^+\) ion yield as measured in the TOF spectrometer for a low-density PMMA target (red) and a high-density fused silica target (blue). As the O\(_2\)\(^+\) ions are generated via single-photon ionization for all harmonics selected by our filter [38], this is equivalent to plotting the ion yield versus XUV intensity. In this case, a slope of one indicates single-photon ionization, whereas a slope of two is evidence of a two-photon process. It is clearly visible that only in the case of the low-density target where harmonics above H15 are completely suppressed [24, 36], helium is ionized via a two-photon process.

This is illustrated in figure 4, where the harmonic spectrum from a PMMA target transmitted through an In filter is shown. It is obvious that it is mainly the property of the target that limits the harmonic spectrum to orders below 15 in this case and not the filter. A glass target will result in a significant number of higher energy photons in the interaction region of the AC. As the ionization yield for single-photon ionization of He is roughly five to six orders of magnitude higher than that for the two-photon process for the intensities used in the present experiment [39, 40], this will dominate the interaction in the case of a glass target. For comparison the intensity dependence of the ionization of two background gases is shown in figure 3. For both H\(_2\)O\(^+\) and N\(_2\)\(^+\), a slope of one indicating single-photon ionization is detected for both target materials as one would expect from the respective ionization potentials of 12.6 and 15.6 eV [38], which are both significantly lower than the energy of the highest harmonic in the spectral composition.

The measurements indicate how crucial proper spectral filtering, especially at the high-energy end of the harmonic composition used for the AC, is for the success of the experiment as only a two-photon process as a detector will allow the measurement of the XUV emission duration. For the measurements presented in the next section, we have therefore chosen a low-density PMMA target to take advantage of the spectral cutoff despite its less favorable material properties, especially its lower damage threshold, which leads to larger pre-plasma expansion.
and stronger target contamination and thus to a lower harmonic signal [36] as compared to the more robust fused silica targets.

4. The XUV AC

Having established the fact that the ionization of helium in our experiment is indeed the result of two-photon ionization, it is now possible to proceed with the volume AC of the XUV radiation. Before the results of the measurement are presented, however, it is illustrative to take a closer look at the special properties of the volume AC technique and especially investigate the influence of aberrations in the XUV focus introduced by the fact that the beam is reflected off the split mirror under a small angle in our experimental geometry (see figure 1). Following these considerations, the results of both the measurement of the XUV-emission envelope as well as the attosecond structure of the emitted radiation are presented.

4.1. The measurement method and the influence of aberrations on the AC signal

As has been mentioned above, we have chosen the method of volume AC [30, 37] to characterize the temporal structure of the XUV burst. Here we want to look at the properties of the AC trace in a little more detail as the volume AC technique is different from both the conventional interferometric as well as Michelson-interferometer-type intensity AC in two respects [37]. One is that the beam is split spatially into two replicas and changing the delay between them results in a spatial redistribution of the energy in the nonlinear medium. This is in contrast to the conventional amplitude-splitting arrangement, where the delay variation results in a change of the energy reaching the nonlinear crystal and the detector. The other difference is that as the
Figure 5. Simulated IR-intensity distributions at different points inside the focal volume. The position of each slice is given relative to the position of the nominal focus of the split mirror under normal irradiance. Panels (a)–(c) and (d)–(f) show intensity distributions for zero and half-cycle delay between the two halves of the split mirror, respectively.

Delay variation is reflected in a varying spatial distribution of the energy in the focal volume, it is necessary to take into account the whole volume in which the interaction occurs, making it more complicated than when the amplitude-splitting method is used, where volume effects do not play a crucial role. These conceptual differences lead to a different signal-to-background ratio for both the interferometric and the intensity volume AC as compared to the conventional methods. Numerical simulations, taking into account the volume effect in the interferometric AC by calculating the intensity distribution at different positions in the propagation direction inside the focal volume, give a peak-to-background ratio of $\sim 2.75 : 1$ for a second-order interferometric volume AC [37] as compared to the ratio of 8 : 1 obtainable with the conventional method. A similar effect is also found in intensity AC where the volume effects reduce the contrast ratio from 3 : 1 to 2 : 1. Nevertheless, despite this reduction in peak-to-background ratio, these results still show that volume AC can certainly be used to determine the temporal structure of the XUV emission.

In our experiment, an additional complication is introduced by the rather large tilt angle of $\sim 8^\circ$ between the incoming and the reflected beams necessary to position the plume of the gas jet outside the 25 mm diameter incident XUV beam. This will introduce aberrations in the intensity distribution in the focal volume, which have been observed experimentally [41] and which are not negligible and which might decrease the signal-to-background ratio compared to the ones obtained in earlier work [37, 42].

To address this issue, we have conducted numerical simulations similar to the ones shown in [37] but including the off-axis focusing geometry and thus the effects of the aberrations. To demonstrate this, figure 5 shows the resulting intensity distributions of the IR beam at
different positions inside the focal volume. The simulated intensity distributions clearly display signatures of the astigmatism introduced by the off-axis focusing like the line-shaped structure best visible in figure 5(a), but the splitting of the focus into two structures characteristic for the introduction of a delay of one half cycle in the focus is still clearly visible despite this. Therefore, the volume AC should still provide a sufficient signal-to-background ratio to measure the duration of the individual XUV pulses.

To evaluate this in detail for our experimental geometry, we have conducted the same simulation shown in figure 5 for three equally intense harmonics (H8 to H10) with a flat relative phase, corresponding to the main harmonics transmitted through the indium filter used for spectral selection. In the simulations, only three harmonics were considered in order to keep the necessary computation time at a reasonable level. For the sake of simplicity the amplitude of the pulse train was assumed to be constant over time, i.e. the simulation included no information about the envelope of the pulse train. The focal volume used for the full scan was $15 \mu m \times 50 \mu m \times 150 \mu m$. Figure 6 shows the intensity AC trace obtained from the simulation in which one distinct peak with sub-cycle duration is observed for each laser cycle. Note that this is different from the case of gas harmonics where two pulses per cycle are observed corresponding to the fact that the harmonic spectrum in that case contains only odd harmonic orders. Since no envelope was included in the simulation, the background level was obtained separately by simulating only half of the beam so that no interference occurs, and then multiplying the obtained value by 2, which is equivalent to setting the delay $\Delta \tau \to \infty$. The peak-to-background ratio is found to be approximately 1.5 : 1. This value is lower compared to the values obtained in other works as a result of the aberrations in the XUV focus. Nevertheless, this simulation shows that the modulations should still be observable in our experimental geometry.

4.2. The coarse scan

Provided that the generation process of the helium ions is second order, AC traces can be measured by observing the evolution of the helium ion signal as a function of the delay between the two parts of the beam reflected off the two halves of the split mirror. On the other hand, if the delay scan is conducted with a coarse step size such that this interference is not resolved, the under-sampling will cause aliasing and only the overall tendency of the AC trace
Figure 7. AC traces recorded on different days by measuring the dependence of the He$^+$ signal on the delay between the two XUV replica. The delay step size was 3.3 fs. The red circles and the green rhombus are the moving average of four points on each side, which reduces noise and makes the structure more clearly visible. The duration of the envelope of the XUV pulse train obtained from a fit to the raw data is in both cases $\sim 44$ fs. The H$_2$O$^+$ signal (blue circles) has been measured simultaneously with the He$^+$ signal (purple rhombus) and used as a reference. The traces show no significant peak compared to the background level, which is expected as the ionization process is linear in this case. The dashed area denotes the temporal window in which the fine scan presented in the next section was conducted.

will be observed. In other words, the measured coarse AC will reflect the shape of the envelope of the XUV pulse train [37], which corresponds to intensity AC in conventional terminology.

To measure a coarse AC trace, the evolution of the helium ion signal with delay was observed by varying the relative position of the two components of the split mirror in 0.5 $\mu$m steps, corresponding to 1 $\mu$m of light path difference and 3.3 fs of delay. This is larger than one cycle of the fundamental laser pulse and hence will not resolve the fine pulse structure within the XUV pulse train. For each delay, 20 laser shots were accumulated to measure one mass spectrum. The He$^+$ signals were obtained from the measured ion spectra and plotted against the delay. Figure 7 shows two such AC traces obtained on different days. To make the trend more obvious, the moving average over nine adjacent data points was taken for the correlation traces. The error bars indicate the standard error of the moving average. Instead, a clear peak structure is observed in the He$^+$ signal. For comparison we also plot the evolution of the H$_2$O$^+$ signal (blue dots and gray squares in figure 7) with delay, which we know to originate from single-photon ionization (see figure 3). In this trace, no signal dependence with delay is observed as one would expect, as the linear signal only depends on the total XUV energy in the interaction volume, which stays constant during the delay scan.

To deduce the duration of the overall XUV burst, we used a Gaussian fit to the raw data. We chose to fit the raw data instead of the moving average, as taking the moving average is
equivalent to a signal convolution with a rectangular window function, i.e. it broadens the width of the burst. Despite the large fluctuation of the raw data, the fitted curve nicely lies on the points deduced from the moving average. The width of the AC is obtained as $(62 \pm 28) \text{ fs}$, corresponding to a duration of the envelope of the XUV pulse train of $(44 \pm 20) \text{ fs}$, as the width of the AC trace is a factor of $\sqrt{2}$ larger than that of the measured pulse, when a Gaussian profile is assumed. All pulse durations are given as the FWHM in intensity unless otherwise noted. The rather large error is attributed to the large fluctuation of the raw data. From the fit it is also possible to extract the peak-to-background ratio of the AC trace, yielding a value of $(1.7 \pm 0.3) : 1$, which within the experimental error matches the ratio of $1.5 : 1$ obtained from the simulation shown in figure 6.

The effect of the adjacent averaging on the AC signal duration $\tau_0$ can be estimated using the expression $\tau_0'^2 \approx \tau_0^2 + \tau_F^2$, which is strictly valid for the convolution of two Gaussians, where $\tau_F^2$ is the width of the smoothing function and $\tau_0'$ the resulting width after smoothing. In our measurement, $\tau_0 \approx 62.2 \text{ fs}$ as deduced from the fit to the raw data and $\tau_F \approx 8 \times 3.3 = 26.4 \text{ fs}$, resulting in a smoothed signal duration of $\tau_0' \approx 67.6 \text{ fs}$. This represents less than 10% difference and, as a consequence, the fitted curve and the smoothed signal are almost indistinguishable.

It is interesting to note that the overall XUV emission duration of $\sim 44 \text{ fs}$ is almost the same as the incident near-IR driver pulse duration of $\sim 45 \text{ fs}$. This implies that the CWE mechanism generating the harmonics in our case scales, unlike harmonic generation from noble gases, nearly linearly with the incident laser intensity. This finding is supported by earlier results [12, 22], which also report a near-linear dependence of the CWE harmonic signal on laser intensity.

4.3. The fine scan

To observe the expected as-pulse train in the AC trace, the relative delay introduced by the split mirror must be chosen small enough so that the resulting fringe structure can be resolved. In our experiment, the ion spectra were measured by scanning the split mirror in steps of 20 nm over a total distance of $\sim 1.5 \mu\text{m}$. As the effective path length difference corresponds to twice this value, this results in a scan over a time window of $\sim 10 \text{ fs}$ with a resolution of $\sim 0.13 \text{ fs}$ per step. This step size means that there are 20 data points in every laser cycle, which should be enough to resolve the fine structure, i.e. the as-pulse train, within the harmonic emission. At each position, a mass spectrum is obtained by accumulating the signal from 20 laser shots. From these raw ion spectra, the He$^+$ signals are extracted and plotted as a function of the relative delay. Since the fluctuations are rather large and it is difficult to see the tendency, we again use the moving average over nine points (four points from each side), i.e. we processed the data in the same way as we did in the analysis made in the previous section to visualize the trend more clearly. The resulting traces for two fine scans are shown as red squares with the error bars indicating the standard error of the moving average in figure 8.

From the AC traces, one can clearly see that there is a periodic structure with a separation of one laser cycle between the individual pulses in the train. To analyze this structure quantitatively, we fit successive Gaussian pulses with a background to the raw AC trace data. For the fit we make the assumption that the separation between the individual pulses is fixed to the duration of one laser period $2.67 \text{ fs}$. The other parameters such as the amplitude of each peak, the background level and the width of the pulses were left free. The width of the individual Gaussian pulses in the train deduced from the fit was found to be $(1300 \pm 500) \text{ as}$. From this value, the
Figure 8. Fine AC traces recorded on different days by measuring the dependence of the He\textsuperscript{+} signal on the delay between the two XUV replicas. The delay step size was 0.13 fs. Red squares show the moving average of the raw data, taking four points from each side. Several peaks are observed with the periodicity of $T_L$. The green curve is a fit to the smoothed data and is a guide to the eye. The vertical lines are placed with the same period to divide the trace into the individual driving laser cycles and visualize the periodic structure. The H\textsubscript{2}O\textsuperscript{+} signal (blue dots) has been measured simultaneously with the He\textsuperscript{+} signal and used as a reference. No significant modulation is observed in this case. The lower signal at the end of the trace is attributed to a slight degradation in the XUV intensity.

duration of the individual pulses within the XUV train is obtained to be (900 ± 400) as, i.e. it is considerably shorter than the period of the driving laser and thus a clear indication of as-bunching in the harmonic emission. Note that using the deconvolution factor for a Gaussian pulse is only an approximation as the exact shape of the as-pulses is unknown. The variation
in the contrast of the individual pulses in the train during the scan is most probably the result of fluctuations in the XUV intensity during the measurement. This is also supported by the simultaneous variations observed in the single-photon signal of \( \text{H}_2\text{O}^+ \) (blue dots in figure 8), indicating a decrease of the overall XUV energy in the interaction region in the course of the scan.

To interpret this result, it is instructive to calculate the Fourier-limited duration of the individual as-pulses expected in our experiment. For this purpose, we have determined the relative amplitude of the individual harmonics in the composition by taking the convolution of the harmonic spectrum measured through a 150 nm In filter with the theoretical values for the reflectivity of the fused silica wedge and the split mirror. For reference these values are also given in the table in figure 4. Fourier transforming this spectrum assuming a flat phase yields a duration of each individual as-pulse of \( \sim 500 \) as, significantly shorter than the measured value. Owing to the fact that the uncertainty in our measurement is very large, it is not possible to prove that the observed discrepancy between the measured pulse duration and the Fourier-limited one is the result of a non-flat phase; nevertheless such a temporal broadening is actually expected for CWE as the individual harmonics are generated at different depths inside the pre-plasma density gradient, leading to a phase lag between them as a result of the different propagation distances to the plasma surface [12, 43].

5. Theoretical considerations

To study the influence of the pre-plasma gradient on the duration of the individual as-pulses in more detail theoretically, we have developed a simple analytical model to estimate the relative phase between the individual harmonics. In addition, a wavelet analysis [44, 45] of the results of one-dimensional particle-in-cell (PIC) simulations supports the assumptions made in the simple model and shows that it is indeed applicable to the complicated dynamics of the harmonic generation process. Both of these approaches shall be discussed in the following paragraphs.

5.1. Analytical approach

The analytical model of the phase delay between the individual harmonics is based on the idea that each individual harmonic \( q \) is generated at the point inside the pre-plasma gradient where the local plasma frequency is exactly \( q \omega_0 \). The model is also described in [43]. In the case of a linear density gradient of length \( L \) starting at the position \( x = 0 \), these positions \( x(q) \) inside the density gradient are given by

\[
x(q) = L \frac{n_c}{n_{\text{max}}} q^2,
\]

where \( n_c \) and \( n_{\text{max}} \) denote the critical and the maximum target density, respectively. Considering that the total phase delay between the individual harmonics is the result of both the different distance the electrons need to travel until they excite the respective harmonic and the propagation of the XUV radiation out of the gradient and allowing for oblique incidence of the driving laser, the relative phase between the individual harmonics \( \phi(q) \) is given by

\[
\phi(q) = 2\pi \frac{L}{\lambda_L} \frac{n_c}{n_{\text{max}}} q^3 \left[ \frac{c}{v_{\text{e}} \cos (\Theta_{\text{in,e}})} + \frac{c}{v_{\text{ph}} \cos (\Theta_{\text{out,ph}})} \right],
\]

Figure 9. Influence of different scale lengths pre-plasmas on the generated as-pulse train. (a) Envelopes of pulse trains synthesized using the harmonic spectrum in the gas jet of the volume autocorrelator and different values of the pre-plasma scale length. The relative phases between the harmonics were calculated using equation (4) and assuming $\Theta_{in,e} = \Theta_{out,ph} = 45^\circ$ and $v_e = c$. In (b), the FWHM duration of the main pulses in the as-pulse trains shown in (a) are plotted as a function of plasma scale length. The duration oscillates between 500 and 900 as for scale lengths shorter than $0.4\lambda$. Note, however, that in the case of $L = 0.4\lambda$, considerable amounts of the pulse energy are scattered into the wings of the individual as-pulses and the determination of the pulse duration becomes difficult.

where $c$ is the speed of light in the vacuum, $\lambda_L$ the laser wavelength, $v_e$ and $v_{ph}$ the propagation velocity of the electrons and the generated photons inside the density gradient and $\Theta_{in,e}$ and $\Theta_{out,ph}$ the angle of the incident electrons and the outgoing photons with respect to the target normal.

To analyze the influence of such a chirp on the duration of the individual as-pulses in the pulse train generated in our experiment, we have conducted a Fourier-transform analysis of harmonic spectra similar to the ones present in the gas jet of our volume autocorrelator (calculated from the measured harmonic spectrum multiplied by the transmission curve of the In filter and the reflectivity of the fused silica wedge and the split mirror (see figure 1)) with chirps calculated from equation (4). To adapt the equation to our conditions, we chose $\Theta_{in,e} = \Theta_{out,ph} = 45^\circ$ and $n_{max} = 200n_e$ and assumed $v_e = c$ for the relativistic intensities achieved in our experiment. The resulting pulse trains calculated for different values of $L$ and a plot of the as-pulse duration versus scale length are shown in figure 9. As the scale length is increased, the duration of the individual as-pulses increases quickly from the Fourier-limited 500 as to values around 900 as. It is important to note here that the value for the duration given for $L = 0\lambda$ is somewhat artificial as the generation of CWE harmonics always requires a small but nonzero pre-plasma [46, 47]. The value can, however, be understood as the pulse duration expected from the harmonics generated via the ROM mechanism as this is expected to generate harmonics
with a flat phase \[11\]. For very long scale lengths around \(L = 0.4\lambda_L\), the duration briefly drops back down to around 500 as, before it becomes impossible to identify individual pulses for pre-plasmas of longer scale lengths. It should be noted, however, that for \(L = 0.4\lambda_L\), a large fraction of the energy is already scattered into the wings of the as-pulses, making the FWHM-duration value somewhat misleading (see the top plot in figure 9(a)).

Despite the simplicity of the model and the large error in the measured value of the duration of the individual as-pulses, it is interesting to see that the model predicts pulse durations close to the measured one of 900 as for a whole range of pre-plasma gradients with scale length between 0.1 and 0.3\(\lambda_L\). In fact, agreement between the measurement and the calculation is much better when a short pre-plasma, which is certainly present in the experiment, is assumed than in the case \(L = 0\). Owing to the insensitivity of the second-order AC measurement to the exact pulse shape of the emitted radiation and the limited accuracy of our measurement, this can certainly not be seen as a measurement of the density gradient scale length; it does however motivate the development of temporal characterization methods that are capable of measuring the relative phase between the harmonics as such a measurement can also be used to reconstruct the shape of the density gradient in the harmonic target. Possible methods for characterizing the phase of the emitted harmonics will be discussed in section 6 of this paper.

5.2. Wavelet analysis

To check whether the predictions of the simple model calculation actually hold true for the very complex dynamics in the vacuum plasma boundary, we have conducted a series of one-dimensional (1D) PIC simulations for targets with linear density ramps of various lengths and with parameters close to those in the experiment. For the simulation, we chose a peak target density of \(n_{max} = 200n_c\) with a linear density gradient of length \(L\), a pulse duration of \(\tau_{FWHM} = 10\) cycles in the electric field and 45° AOI. The normalized vector potential was set to \(a_0 = 0.2\) to suppress relativistic effects and simulate only the generation of harmonics via the CWE mechanism.

The wavelet or time–frequency analysis \[44, 45\] of the harmonics obtained from simulations for two different values of the pre-plasma scale length is shown in figure 10. A time delay between the emission of the lower and the higher harmonics within every cycle of the driving laser is clearly visible with lower order harmonics preceding the higher ones. In addition, the comparison of the two simulations also shows that the effect becomes more pronounced in the case of a longer pre-plasma. Both of these findings are in agreement with the physical picture on which the simple model presented above is based, namely the assumption that higher harmonics are generated deeper inside the target, causing them to arrive at the detector later than the lower orders. In the case of a longer gradient, this delay becomes larger, leading to a larger tilt angle in the time–frequency plot. In this context, it is also interesting to note that harmonics generated in the relativistic regime via the ROM mechanism do not display this behavior but are all emitted at the same time independent of the pre-plasma scale length \[43\].

To analyze the influence of the chirping of the individual emitted as-pulses on their duration and allow a more direct comparison of the simulations with the simple model, figure 10 also shows the as-pulse train synthesized from harmonics 8–10 under the respective conditions (yellow curves in figures 10(a) and (b)). H8–H10 were chosen from the simulated spectrum as
Figure 10. Wavelet (time–frequency) analysis of 1D–PIC simulation results of the harmonic emission from a target with linear density gradient of (a) \( L = 0.05\lambda_L \) and (b) \( L = 0.2\lambda_L \). The simulation parameters were chosen as \( n_{\text{max}} = 200n_c \), \( a_0 = 0.2 \), a pulse duration of \( \tau_{\text{FWHM}} = 10 \) cycles and 45° AOI. The yellow curves show the envelopes of the as-pulse trains containing harmonics 8–10 in the respective simulations.

these are the dominant harmonics transmitted through the In filter in our experiment containing close to 90% of the total XUV energy. In this case, the durations of the as-pulses are 500 as for \( L = 0.05\lambda_L \) and 850 as for \( L = 0.2\lambda_L \).

Owing to the similarity of the spectra used in the simulation and the model calculation, one can compare the results of both approaches to assess the validity of our simple model. For \( L = 0.05\lambda_L \) both the model and the simulation give very similar values for the pulse duration close to the Fourier-limited one. While for longer scale lengths the simulation does not reproduce the dip in pulse duration predicted by the model at \( L = 0.2\lambda_L \), the value of 850 as is in very good agreement with the modeled pulse duration in the range of scale lengths between 0.1\( \lambda_L \) and 0.3\( \lambda_L \) (see figure 9(b)). All in all, a comparison between the analytical model and the simulations demonstrates that the model calculation, despite its simplicity, is quite capable of predicting the effect of a density gradient on the duration of the emitted as-pulses.

It is again interesting to see that the simulations with a density gradient deliver pulse durations much closer to the measured ones than those without a gradient. While, as discussed above, this cannot be seen as a proof that the harmonics are generated in a gradient owing to the large error in the measurement, it provides further evidence of such an effect and motivates the development of more complete characterization methods for as-pulses generated from solid targets.

6. Advanced characterization schemes for shorter as-pulses

The main limitation of the applied approach in this paper is the requirement for a pure two-photon ionization of helium, which restricts the spectral bandwidth of the as-pulse to be characterized only to those harmonics that do not allow single-photon ionization. In addition,
the method does not provide any phase information. In the following, we show how the XUV AC of surface harmonics can be extended to shorter wavelengths and improved to allow the retrieval of the phase between the individual harmonics.

6.1. Alternate two-XUV-photon processes for higher-order harmonic compositions

As discussed above, the ionization threshold of He \((I P_{\text{He}} = 24.59 \text{ eV})\) sets an upper limit to the harmonic order \(q\) that is permitted to be included in the superposition and thus a lower limit to the duration of the characterized XUV pulse. In order to overcome this limitation, an alternative two-XUV-photon ionization scheme has to be used. Possible schemes are the non-resonant direct double ionization (DDI), sequential double ionization (SDI) or ionic ionization (II) and above threshold ionization (ATI) (see figure 11) [34, 35, 48]. In these schemes, ionic products such as electrons or ions are to be detected utilizing energy resolved PE or TOF ion-mass spectroscopy, respectively.

The ATI scheme allows the continuous extension of the second-order AC method to shorter wavelengths. Provided that the region of the continuum reached by the ATI process is structureless (no autoionizing bound states are embedded in the continuum), the only restriction of the method is the rapidly decreasing cross-section with photon energy \((\propto (\hbar \omega)^{-6} [49])\).
The two-photon-ATI scheme leads to the production of $A^+$ ions and electrons with energies $PE_{\text{ATI}}^\text{ch} = \hbar \omega_{\text{ch}} - IP_1$, where $ch = q_{\text{min}} + q_{\text{max}} + n$ with $n = 1 - N \ldots N - 1$, $q_{\text{min}}$ and $q_{\text{max}}$ the minimum and maximum harmonic orders, $N$ the number of harmonics in the superposition and $IP_1$ the first ionization potential of the atom. The method requires energy-resolved PE spectroscopy.

The DDI and SDI schemes allow the extension of the second-order AC method to shorter wavelengths with photon energies in the region $IP_1 < \hbar \omega_{\text{ch}} < IP_2 - IP_1$, where $IP_2$ in analogy to $IP_1$ is the second ionization potential of the atom. Here, ion mass spectrometry, selecting the doubly charged ions, or PE spectroscopy can be used. For this photon energy region, ionization processes such as single-photon, two-photon DDI (TPDDI) and three-photon SDI (ThPSDI) can contribute, with different rates, to the ionic products. In the present discussion, the single-photon ionization mechanism has been ignored since it does not contain any information about the temporal pulse characteristics. The TPDDI and ThPSDI schemes lead to the production of doubly charged ions ($A^{2+}$) and electrons with energies $0 < PE_{\text{DDI}}^\text{ch} < \hbar \omega_{\text{ch}} - IP_2$ and $PE_{\text{ThPSDI}}^\text{ch} = \hbar \omega_{\text{ch}} - (IP_2 - IP_1)$, respectively. Since both schemes coexist in the ionization process, the temporal evolution of the system can be evaluated at different intensities using rate equations [50, 51]. Nevertheless, according to previous studies [34, 35, 48, 50, 51] in He, Ar and Kr, the intensity regions where DDI or SDI could be used for as-pulse-train characterization by means of second-order AC can be roughly estimated. Based on previous studies in He [51], for $I_{\text{XUV}} < 10^{13}$ W cm$^{-2}$, far below the SDI saturation intensities, the TPDDI and ThPSDI rates can be expressed as

$$W_{2\text{DDI}}^\text{ThPSDI} = \sigma_{\text{TDI}}^{(2)} I_{\text{XUV}}^{(q)} I_{\text{XUV}}^{(p)} \frac{\hbar^2 \omega_q \omega_p}{N},$$

respectively. Here $\sigma_{\text{TPII}}$ denotes the two-photon ionization cross-section of the ion. DDI is then the dominant process that could be used for as-pulse characterization. For much higher intensities ($I_{\text{XUV}} > 3 \times 10^{15}$ W cm$^{-2}$), far above the SPI saturation intensities, the ThPSDI rate may by written as the product of the ionic saturated ground state population times the ionic two-photon ionization rate, i.e.

$$W_{3\text{ThPSDI}}^\text{ThPSDI} = \frac{N}{Y_{1^{(q)}}} \sigma_{\text{TPII}}^{(2)} I_{\text{XUV}}^{(q)} I_{\text{XUV}}^{(p)} \frac{\hbar^2 \omega_q \omega_p}{N},$$

which indicates a second-order process. In this case, the SDI process is the dominant one that could be used for a measurement of the as-pulse duration.

A list of the possible candidate rare gas atoms that could be used for the characterization process using the DDI or SDI schemes and their properties are shown in table 1. The fifth and sixth columns depict the photon energy window and the corresponding maximum and minimum harmonic orders (assuming that the wavelength of the fundamental is 800 nm), which could be used in implementing the DDI and SDI schemes. The seventh column shows the minimum harmonic order required for TPDI.

### 6.2. Toward XUV-FROG–type measurements

So far, the direct measurement of the spatiotemporally averaged duration of the individual pulses of an as-pulse train was based on the second-order AC technique [24, 32]. An extension of the technique to a frequency-resolved optical gating (FROG)-like approach will
Table 1. Possible candidate rare gas atoms, photon energies and harmonic orders (assuming that the wavelength of the fundamental is 800 nm) that could be used for the characterization of as-pulse trains by means of second-order AC technique using DDI or SDI schemes.

<table>
<thead>
<tr>
<th>Atom</th>
<th>IP₁ (eV)</th>
<th>IP₂ (eV)</th>
<th>IP₂-IP₁ (eV)</th>
<th>$h\omega_{q_{\text{min}}}$, $h\omega_{q_{\text{max}}}$ (eV)</th>
<th>$q_{\text{min}}$, $q_{\text{max}}$</th>
<th>$q_{\text{min}}$²–ph.</th>
</tr>
</thead>
<tbody>
<tr>
<td>He</td>
<td>24.59</td>
<td>79.01</td>
<td>54.42</td>
<td>24.59, 54.42</td>
<td>16, 35</td>
<td>26</td>
</tr>
<tr>
<td>Ne</td>
<td>21.56</td>
<td>65.72</td>
<td>44.16</td>
<td>21.56, 44.16</td>
<td>14, 28</td>
<td>22</td>
</tr>
<tr>
<td>Ar</td>
<td>15.76</td>
<td>43.39</td>
<td>27.63</td>
<td>15.76, 27.63</td>
<td>11, 17</td>
<td>14</td>
</tr>
<tr>
<td>Kr</td>
<td>14.00</td>
<td>38.36</td>
<td>24.36</td>
<td>14.00, 24.36</td>
<td>9, 15</td>
<td>13</td>
</tr>
<tr>
<td>Xe</td>
<td>12.13</td>
<td>33.13</td>
<td>21.00</td>
<td>12.13, 21.00</td>
<td>8, 13</td>
<td>11</td>
</tr>
</tbody>
</table>

provide detailed information, i.e. spectral phase distributions, allowing the reconstruction of the temporal profile of the as-pulses in the train. This approach requires measurement of frequency-resolved two-XUV-photon ionization traces, which can be recorded applying energy-resolved PE spectroscopy. While second-order AC-based FROG-type measurements of individual harmonics [52, 53] and mode-resolved AC measurements of an as-pulse train generated in a gas-phase medium have been demonstrated [32], FROG-type measurements of attosecond trains have not yet been successfully demonstrated. In well-established femtosecond metrology, the FROG trace corresponds to the mapping of the phase-amplitude distribution of the pulse to be characterized [54]. A FROG trace in the second-order geometry is given by

$$I_{\text{FROG}}^{\text{SHG}}(\tau, \omega) = \left| \int_{-\infty}^{\infty} E(t)E(t-\tau)\exp(-i\omega t)\,dt \right|^2,$$

(7)

where $E(t)$ is the electric field of the pulse to be characterized and $\tau$ is the delay introduced between the two pulse replicas. The $I_{\text{FROG}}^{\text{SHG}}$ corresponds to the spectrogram recorded in the spectral region of the second harmonic generated in the interaction of the superposition of the two parts of the pulse in a nonlinear crystal. For the characterization of the pulse, a FROG algorithm has to be used [54].

For as-pulse trains a second-order FROG trace becomes more complex owing to the fact that a whole series of harmonics of the fundamental frequency are present in the interaction volume. In an XUV-wavefront splitting geometry, the FROG trace is given by

$$I_{\text{FROG}}^{\text{XUV}}(\tau, \omega) \propto \sum_{p,q} \int_{-\infty}^{\infty} E_{p}(t)E_{q}(t-\tau)\exp(-i\omega t)\,dt \right|^2,$$

(8)

where $p$ and $q$ correspond to the harmonic order, $N$ is the maximum harmonic order used in the superposition, $E_{p,q}$ are the harmonic electric fields and $\tau$ is the delay between the two replicas of the XUV pulse train. In this case, $I_{\text{FROG}}^{\text{XUV}}$ is a spectrogram recorded by measuring the two-XUV-photon ionization PE signal. The excess energy of each ionization channel, i.e. each electron peak energy, is given by $E_{\text{ch}} = \hbar(\omega_p + \omega_q) - IP_{\text{He}}$.

For the harmonics generated via the CWE mechanism, where different harmonics originate from different depths inside the target [12, 43], the phase relation between the individual harmonics would map out the density gradient on the plasma surface, thus providing additional information about the pre-plasma evolution with femtosecond resolution. In order to illustrate...
Figure 12. Calculated XUV-FROG trace of an as-pulse train. Harmonics H8–H14 are used in the superposition with relative field amplitudes 0.83 (H8) : 1 (H9) : 1 (H10) : 0.2 (H11) : 0.16 (H12) : 0.24 (H13) : 0.18 (H14) corresponding to the relative transmission values of an In filter like the one used in our experiment. The traces are calculated for (a) zero relative phase between the harmonics and (b) a relative phase between the harmonics of $\Delta \phi_q = (q - q_{\text{min}})^3$ (with $q_{\text{min}} = 8$). In both cases, the harmonic chirp is assumed to be zero.

the effect of the phase introduced into the XUV-FROG trace by the CWE harmonics generated at a linear density gradient, figure 12 shows the calculated XUV-FROG trace of an as-pulse train, in the range of $-4$ fs to $+4$ fs delay for (a) zero relative phase between the harmonics and (b) a relative phase of $\Delta \phi_q = (q - q_{\text{min}})^3$ (with $q_{\text{min}} = 8$) corresponding to the phase introduced by a linear density gradient in the CWE mechanism (see section 5.1 and [43]). In both cases the chirp within the harmonic bandwidth is assumed to be zero. In the calculation, the harmonics H8–H14 are used in the superposition with relative field amplitudes 0.83 (H8) : 1 (H9) : 1 (H10) : 0.2 (H11) : 0.16 (H12) : 0.24 (H13) : 0.18 (H14) corresponding to the relative transmission values of an In filter like the one used in our experiment. This shows that with the experimental setup presented in this paper, it should, in principle, also be possible to measure the phase between the individual harmonics by replacing the ion TOF by a PE spectrometer. However, this is in practice not a trivial issue, as an ultrahigh resolution PE spectrometer [55] is necessary and the electron signal is much weaker than the one obtained from ion TOF. Nevertheless, improvements in the transport of the generated harmonics to the interaction region should make high enough XUV intensities possible in the not-so-distant future [36], making the method described above feasible.
7. Conclusions

In conclusion, we have given a detailed account of the first experiment directly studying the temporal characteristics of high harmonics emitted from solid-density targets using XUV AC. Our experiments have demonstrated for the first time that the harmonic emission from solid targets in the CWE regime is indeed phase locked and emitted as a train of sub-femtosecond (approximately 900 as) pulses with an overall duration similar to the one of the driving laser and thus possesses the most important property necessary for a next-generation as-pulse source of unprecedented brightness.

In addition to the presentation of the AC results, we have given a detailed account of the setup and functionality of the volume-AC setup used and analyzed its functionality under realistic conditions. Based on the current understanding of the CWE harmonic generation mechanism, we have developed a simple model to assess the influence of a pre-plasma gradient on the duration of the individual as-pulses and demonstrate that the pulse duration measured could indeed be explained by a pre-expansion of the solid-density target of the order of $0.1-0.3\lambda_L$. While the error of the AC measurement is too large to positively confirm this, such a gradient would be in good agreement with pre-ionization owing to the limited picosecond contrast of the ATLAS laser system used for the experiment.

Inspired by the demonstration that the harmonic emission is indeed phase locked, we present several possible methods to expand our temporal characterization for solid harmonics to higher photon energies and we suggest an approach to reconstruct the relative phase between the individual harmonics.

All in all, our findings open the path toward further development of surface-harmonics-based as-sources for applications and promise to make possible a whole new category of XUV-pump–XUV-probe-type experiments investigating nonlinear processes not accessible with current moderate energy as-pulse sources based on harmonic generation in noble gases.
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